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What are large language models
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Language model sizes to Mar/2023
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An era of LLMs
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Artificial analysis intelligence index
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DRPO: Doubly Robust Alignment for LLMs
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How to train an LLM
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How to train an LLM
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Reinforcement learning (RL)
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Reinforcement learning (Cont’d)
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Reinforcement learning from human feedback
(RLHF)
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Reward learning in RLHF
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Reward learning in RLHF (Cont’d)
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BT model: an illustrative example
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Baseline algorithm I: PPO-based approach

– from InstructGPT (Ouyang et al., 2022)
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Baseline algorithm II: DPO-based approach
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BT model can be misspecified

Both PPO- and DPO-based algorithms rely on BT model assumption for human
preference modelling, which is likely violated due to transitivity ...
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Even when BT model is correct

• PPO-based algorithms are highly sensitive to the reward model. Misspecifying the
reward can

1. lead to reward hacking (Skalse et al., 2022; Laidlaw et al., 2024)
2. misguide policy learning (Kaufmann et al., 2023; Zheng et al., 2023; Chen et al., 2024)

• DPO-based algorithms are highly sensitive to the reference policy (Liu et al., 2024;
Gorbatovski et al., 2024; Xu et al., 2024)
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Baseline algorithm III: preference-based approach
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Accurate preference model is vital

Many preference-based approaches do not require the BT model assumption. However,
they still suffer from potential misspecification of preference model

– Taken from Weijie’s slides
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In summary, all three baseline algorithms suffer
from certain model misspecification

Robust to misspecified: preference model reward model reference policy

RLHF

Reward-based
PPO-based ✗ ✗ ✓
DPO-based ✗ ✓ ✗

Preference-based
IPO ✓ - ✗
GPM ✗ - ✓
DRPO ✓ ✓ ✓

Table: Robustness of different algorithms to model misspecification. Our algorithm is denoted by DRPO,
short for doubly robust preference optimization.
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Our contribution
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Doubly robust (DR) methods

Doubly robust methods originate from the missing data and causal inference literature
(see e.g., Robins et al., 1994; Scharfstein et al., 1999)
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Doubly robust methods (Cont’d)
Consider the estimation of average treatment effect (ATE) in causal inference. These
methods estimate two models:
• A propensity score model for
treatment assignment mechanism

• Similar to reference policy in LLMs

• An outcome regression model for
patient’s outcome given treatment

• Similar to reward model in LLMs

• Consistency of the ATE estimator only requires one model to be correct
• When both are correct, the ATE estimator becomes semiparametrically efficient
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Doubly robust methods (Cont’d)

These methods were later extensively studied and extended to

• Dynamic treatment regimes (Zhang et al., 2012; 2013)

• Off-policy learning and evaluation (Dudik et al., 2014)

• Causal machine learning (Chernozhukov et al., 2018)

• Conditional independence testing (Shah and Peters, 2020)

• Reinforcement learning (Kallus and Uehara, 2022; Liao et al., 2022)
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When DR methods meet LLMs

Figure: a summary of our methodology. π̂ref denotes the estimated reference
policy and ĝ denotes the estimated preference model.
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When DR methods meet LLMs (Cont’d)

• Preference evaluation: for any target policy π, evaluate its total preference

p(π) = Ey (1)∼π,y (2)∼πref
p(y (1) ≻ y (2))

We estimate two models from the data:

1. a preference model 2. a reference policy

and develop a doubly robust and semiparametrically efficient estimator p̂(π)

• Preference optimization:

π̂ = argmax
π

p̂(π)− βKL(π, π̂ref )
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Application to IMDb dataset

• Task: produce positive movie reviews

• Objective: evaluate total preference of
a DPO-trained policy over a SFT-based
reference policy

• Ground truth: 0.681
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Applications to TL;DR and HH datasets

Figure: Pairwise win rate matrices between different methods across two datasets. Left: TL;DR dataset.
Right: HH dataset. Each entry indicates how often the row method outperforms the column method;
higher values denote better performance.
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A summary of our theory
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More details

• Preference evaluation
• Double robustness of p̂(π): MSE of p̂(π) decays to zero when either reference policy or

preference model (not necessarily both) is correct
• Semiparametric efficiency : When both models are “approximately” correct, p̂(π)

achieves the efficiency bound (the smallest-possible MSE one can hope for p(π))

• Preference optimization
• Double robustness of π̂: Regret of π̂ decays to zero when either reference policy or

preference model (not necessarily both) is correct
• Sub-optimality gaps:

• PPO: O(n−1/2 + ∥r̂ − r∥)
• DRPO: O(n−1/2 + ∥r̂ − r∥∥π̂ref − πref ∥)

• DPO: O(n−1/2 + ∥π̂ref − πref ∥)
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Thank You!

,Papers can be found on my personal website

callmespring.github.io
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